Stochastic Gradient Boosting

Stochastic Gradient Boosting (SGB) is a type of ensemble algorithm. An ensemble algorithms consist of multiple base models, each one of those provides a different solution to the problem; The solutions of all the base models, are finally combined (usually by weighted voting or averaging) into a single final model output, which is usually a more stable and accurate prediction. The intuition behind this is that many different predictors trying to predict the same outcome variable will perform better than any single predictor alone. Two major ensemble techniques (with many variations) have been developed, and the main difference between them is how the predictors are constructed; these techniques are: (1) boosting, where the predictors are not fitted independently, but sequentially, this mean that the subsequent predictors are based on the results of previous predictors, and (2) bagging where the predictors are fitted using random subsets of the original training data for each model [1],[2].

SGB is a hybrid of the boosting and bagging approaches and uses L-terminal node small trees as base model [3]. At each boosting iteration a random sub-sample of the training dataset is selected to fit a tree; besides, SGB is based on a steepest gradient algorithm which places emphasis on misclassified training data that are close to their correct classification; finally, at each iteration, relatively small trees are developed (in this study trees with 3,5,7 and 9 terminal nodes were evaluated) and summed, then each observation is classified according to the most common classification among the trees. SGB is capable of manage qualitative and quantitative variables, and remain robust to missing data and outliers. SGB model has been successfully applied for prediction of mortality in head injury [4], where the Boosted Tree Classifier method achieved both the highest AUROC and accuracy rate.

So, as in all function estimation methodologies, the ensemble algorithms begin with a training sample \( \{y_i, x_i\}_{i=1}^N \) which are composed of a set of explanatory variables \( x = \{x_1,\cdots,x_n\} \) and a response variables \( y \); and the goal is to find a function \( F^*(x) \) that maps \( x \) to \( y \) and minimizes a loss function \( \Psi(y,F(x)) \) [1].

Stochastic Gradient Boosting (SGB) is a type of ensemble algorithm that approximates \( F^*(x) \) using an additive expansion:

\[
F(x) = \sum_{m=0}^{M} \beta_m h(x; a_m)
\]

Where \( h(x; a_m) \) is simple base model of \( x \) with parameters \( a = \{a_1,a_2,\ldots\} \), and \( \beta_m \) is an expansion coefficient that must be jointly fit with the parameters \( a_m \) [1]. The algorithm stars with guess of \( F_0 \) and then the expansion coefficient, the parameters and the function are calculated iteratively for \( m = 1,2,\ldots,M \), as follows:

\[
(\beta_m, a_m) = \arg\min_{\beta,a} \sum_{i=1}^{N} \Psi(y_i, F_{m-1}(x_i) + \beta h(x_i; a))
\]

and

\[
F_m(x) = F_{m-1}(x) + \beta_m h(x; a_m)
\]

To solve the above equation \((\beta_m,a_m)\), SGB first fit \( h(x; a) \) by least-squares:

\[
a_m = \arg\min_{a} \sum_{i=1}^{N} [\tilde{y}_{im} - \rho h(x_i; a)]^2
\]

Where (with an arbitrary differentiable loss function)
\[ \hat{y}_{lm} = - \left[ \frac{\partial \Psi(y_i, F(x_i))}{\partial F(x_i)} \right]_{F(x)=F_{m-1}(x)} \]

Then, the optimal value of \( \beta_m \) is calculated

\[ \beta_m = \arg \min_{\beta} \sum_{i=1}^{N} \Psi(y_i, F_{m-1}(x_i) + \beta h(x_i; a_m)) \]

SGB uses trees as base model and combine the strengths of two algorithms: regression trees and boosting [3]. Specifically, for this algorithm \( h(x; a) \) is a L-terminal node small regression tree; at each iteration of \( m \), a regression tree partitions the explanatory variables space into \( L \)-disjoint sub regions \( \{R_{lm}\}_{l=1}^{L} \) in each of which a constant response value \( \hat{y}_{lm} \) is calculated, so the solution to \( \beta_m \) reduces to:

\[ y_{lm} = \arg \min_{\gamma} \sum_{x \in R_{lm}} \Psi(y_i, F_{m-1}(x_i) + \gamma) \]

and

\[ F_m(x) = F_{m-1}(x) + \nu \cdot y_{lm} 1(x \in R_{lm}) \]

To improve the performance, SGB incorporates randomness, so at each iteration a random permutation \( \{\pi(i)\}_i^N \) is selected (without replacement and with size \( \tilde{N} \)) for fit the regression tree. For this study the output variable \( y \) is binary, and the loss criterion is the deviance \( \Psi(y, \hat{y}) = 2 \log(1 + \exp(-2y\hat{y})) \) [1].

The SGB algorithm involves a parameter-tuning process. The three main parameters are: \( M \), the total number of boosting iterations (the number of trees that are aggregated in the final model); \( \nu \), the learning rate or shrinkage coefficient which determines the contribution of each tree to the growing model and helps to control over-fitting by controlling the gradient steps and \( L \), is the iteration depth (the number of splits performed on each tree) [2],[5].

To determine the optimal combination of the mentioned parameters, 10 fold cross-validation procedure was applied for each parameter configuration with these values \( M \) (50, 100, 150, 200, 250, ..., 650, 700, 750), \( L \) (3, 5, 7, 9) and \( \nu \) (0.01, 0.05, 0.1, 0.5). In this procedure, the elements of the train subset were randomly divided into 10 groups, nine of these groups were selected for fitting a model and the other one was used for testing it, the process was repeated ten times, so each group was used for testing and training. By averaging the results produced in each iteration, an overall quality estimate was obtained. Finally, the combination of parameters that present better performance (highest AUROC in this study) across all 10 folds was selected as the final model. The validation subset was never used in the development of the SGB model, but it was used to evaluate the performance of the final model. Figure 1 presents an example of the parameter tuning process.

The general effect on the model of each predictor was calculated using their relative variable importance. This measures are based on the number of times a variable is selected for splitting, weighted by the squared improvement to the model as a result of each split, and averaged across the entire boosting ensemble [3],[6]. The relative influence of each variable is scaled so that the sum adds to 100, with higher numbers indicating stronger influence on the response [3]. The most influential predictors were selected by developing a model with the predictors that had the greatest relative importance, and that in the end presented an AUROC similar to that of the complete model.
Least Absolute Shrinkage and Selection Operator

Least Absolute Shrinkage and Selection Operator (LASSO) [7], is a regression analysis method that performs both variable selection and regularization in order to enhance the prediction accuracy and interpretability of the statistical model. LASSO puts a constraint on the sum of the absolute values of the model parameters, applying a regularization process where it penalizes the coefficients of the regression variables and set some of them exactly to zero. After this process the variables with a coefficient different from zero are selected to be part of the model. In practice there is tuning parameter $\lambda$, that controls the amount of shrinkage that is applied to the estimates [7], which is selected using cross-validation in a way that the resulting model minimizes the sample error.

The method for two-class classification seeks the probability of class membership $p(X)$ and is based on a hypothesis function that lies between 0 and 1. For logistic regression [8]:

$$p(X) = \frac{\exp(\beta_0 + \beta_1^T x)}{1 + \exp(\beta_0 + \beta_1^T x)}$$

Which is equivalent to:

$$\log \left( \frac{p(X)}{1 - p(X)} \right) = \beta_0 + \beta_1^T x$$

Where $\beta_1$ is a vector, with as many components as there are predictors, and the objective is to find the values of $\beta_1$ that results in a $p(X)$ that most accurately classifies all the observed data points. Logistic regression models can be fitted by maximum likelihood. The log-likelihood can be written:

$$l = \sum_{i=1}^{N} \left[ y_i (\beta_0 + \beta_1^T x_i) - \log \left( 1 + e^{(\beta_0 + \beta_1^T x_i)} \right) \right]$$
LASSO regularization works by adding a penalty term to the log likelihood function, thus the quantity to be minimized is:

\[ l + \lambda \sum_{j=1}^{p} |\beta_j| \]

Where \( \lambda \) is a parameter that is selected using cross-validation in a way that the resulting model minimizes the sample error. The effect of the LASSO penalty term is to set some of the models coefficients exactly to zero, and thus allowing the variable selection.

Hosmer-Lemeshow test was used on the model to verify its ability to provide a risk estimate that corresponds to the observed mortality (Calibration), The goodness of fit was evaluated using the Pearson’s Chi-square Test
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